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I. Motivation

Modern day web consists of a variety of complex workflow applications (e.g., Amazon, Facebook, EasyChair, Microsoft HealthVault, etc.), which involve processing of sensitive data on both the server and the browser (client) side. These systems often deal with confidential information like credit card details, medical and health-related data, location information and sensitive documents. This makes them interesting targets for a variety of attacks [1]–[6].

A main characteristic of the mentioned workflow/document management systems are the complex requirements on their flow of information: on the one hand, information is supposed to flow quite intensively; on the other hand, certain information needs to be restricted from various parties under various circumstances. Even assuming the absence of “malicious” parties, there is an intrinsic concern about the prevention or detection of programming errors that can lead to exposure of confidential information. For example, a conference’s program committee members would surely sleep better if the following type of behavior (exhibited by an older version of the HotCRP conference management system) did not occur:

At Reliably Secure Software Systems (RS³) [7], we develop semantically justified information-flow analysis and verification. The research landscape of information-flow system security is divided between theoretical work proposing elaborate security notions and proof methods, and practical implementations usually focusing on enforcing simpler, tractable properties. As part of the RS³ reference scenarios, we aim to bridge this gap between theory and practice. Here we present our work on one of the three reference scenarios (whose name gives this abstract’s title). We outline the techniques we develop to a large extent independently within different projects and our efforts to integrate these techniques into a realistic end product: CoCon, a conference management system with formally verified confidentiality guarantees. CoCon was successfully used at a workshop [8] and is currently evaluated for being used at a full-fledged conference [9]. Along with CoCon, we propose a reusable methodology for the holistic (server and client) verification of web-based systems.

II. Approach

A typical web application broadly consists of two parts: one that runs on the server and one that executes in a web browser. Our approach to achieve holistic security guarantees is the following (Figure 1):

A We develop the application logic of the server part (a RESTful API) inside a theorem prover, mechanically verify its information-flow security properties, and use the code extraction feature of the theorem prover to obtain executable code with the same properties.

B On the client side, a runtime monitor in the browser, covering the JavaScript (JS) interpreter, the document object model (DOM) and the event handling mechanism, provably enforces a variant of reactive non-interference: secret data does not influence publicly observable data during JS code execution.

C The client-side monitor needs to be aware of which data flows are (il)legal. To this end, a security policy is transmitted from the server along with HTML content.
III. RESULTS AND ONGOING WORK

A. Server Verification

A conference management system has complex confidentiality requirements, such as: “authors learn nothing about their paper’s reviewer assignment beyond the number of reviewers, and only in the notification phase.” We have designed a parameterized security notion called Bounded Deducibility (BD) security to capture such properties [6]: its parameters are the sources, the sinks, a declassification bound (“beyond” which information should not flow) and a declassification trigger (“unless” which information should not flow)—the last two expressed as arbitrary formulas in higher-order logic (HOL). We have formalized both BD security and the core of CoCon in the Isabelle interactive theorem prover [10] and verified the desired confidentiality properties for the relevant information sources: papers, reviews, reviewer assignment, etc. Executable code in Scala was extracted automatically from the verified specification. Together with a thin, stateless REST API wrapper, this comprises the server side of CoCon. The user interface is rendered in the browser using JS.

BD security is very general; e.g., it can capture the security properties expressible in MAKS [11]. This generality copes seamlessly with complex information flow specifications, but of course comes with a price. First, allowing policies parameterized by arbitrary HOL formulas is not a priori compositional—finding correct (and manageable) compositionality conditions a la MAKS is ongoing work.

Second, generality is an impediment to automation: the CoCon confidentiality properties were verified in Isabelle in two person-months! Ongoing work focuses on streamlining automation of BD-security proofs along the following route: abstraction of an infinite system (unbounded in the number of users and documents) into a finite system, followed by model checking using HyperCTL* [12], a temporal logic able to express a large subclass of BD security. To provide a sound notion of abstraction (suitable for CoCon and for other role-based document management systems) we investigate property-specific cut-off results, which reduce the infinite-state model-checking to a finite-state verification problem with a fixed number of documents and users representing various roles: e.g., one paper, one PC member, two authors. This would allow us to decide BD-security of the original unbounded system by model-checking the system of cut-off size.

B. Client Runtime Enforcement

On the client side, we provide monitored semantics for the JS language obtained by instrumenting WebKit’s JS interpreter [13], which has been extended to cover the shared state (DOM) and the event handling mechanism of the browser [14]. We have built and proved sound a formal model of the JS interpreter, the DOM and the event handling loop of the browser enhanced with checks for information flow control. Currently, the security levels are produced based on the domain from which the script is loaded and confidentiality guarantees are provided in accordance with a reactive-noninterference-like property for a termination insensitive attacker. Our monitor is implemented in a fully functional real-world browser (WebKit/Safari).

C. Server-Client Integration

As we have seen, server-side security is expressed by complex policies involving declassification under certain conditions and within certain bounds. The client side needs to preserve these conditions and bounds, that is, act as a non-leaking intermediary between the server and the end user. For instance, the verified server ensures that the content of a paper’s review is only delivered to users with suitable credentials. The client-code monitor only needs to be aware of the specific sources and sinks associated to the action of outputting the review content, and make sure that nothing interferes on this route. Fortunately, this property is BD-security agnostic, and in fact can be captured by the notion of noninterference supported by our client-side monitoring tool. Hence, the JS monitor will know nothing about the specific properties enforced by the server, but will receive from the server the source-sink information in a special format along with the HTML content.

In summary, we advocate the loose integration of server-side verification with client-side monitoring: the monitor only receives from the server the information needed to preserve security. We hope our work is a first step towards a methodology for end-to-end verification of web applications.
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